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Al systems are becoming increasingly pervasive within children’s devices,
apps and services. The concern over aworld where Al systems are deployed
unchecked has raised burning questions about the impact, governance
and accountability of these technologies. Although recent effort on Al
ethics has converged into growing consensus on a set of high-level ethical
Al principles, engagement with children’s issues is still limited, and even
less is known about how to effectively apply them in practice for children.
This Perspective first maps the current global landscape of existing ethics
guidelines for Aland analyses their correlation with children. We then
critically assess the strategies and recommendations proposed by current
Al ethicsinitiatives, identifying the critical challenges in translating such
ethical Al principles into practice for children. Finally, we tentatively map
out several suggestions regarding embedding ethics into the development

and governance of Al for children.

Artificial intelligence (Al) systems are fundamentally changing the
world and affecting present and future generations of children. Chil-
dren are already interacting with Al technologies in many different
ways:embedded in the connected toys, smart home Internet-of-Things
(IoT) technologies, apps and services they interact with on a daily
basis"?. Such Al systems provide children with many benefits, such as
enjoyment and convenience from connected devices®, personalized
education and learning from intelligent tutoring systems® or online
content monitoring and filtering by algorithms that proactively identify
potentially harmful content or contexts’. Going forwards, Al systems
will, in all likelihood, become altogether even more pervasive in chil-
dren’s lives simply due to their unprecedented capability to create
compelling, adaptive and personal user experiences. Yet despite its
enormous potential, Al presents challenges for children, including
biases affecting vulnerable sub-groups®, unforeseen negative con-
sequences’ and looming privacy risks from extensive data collection
practices®. Over recent years, substantial efforts have been made to
regulate ethical Al°. Despite there being a growing consensus about
what the principles require, in general, engagement on children’s
issues is still largely lacking and limited. Although the Al principles
remain valid in cases involving children, the unique characteristics
and rights of children necessitate a more nuanced approach. Various
ethical principles have been proposed to safeguard the rights of chil-
dren, but effectiveimplementations and practical applications remain

relatively unexplored. It is thus crucial to address the challenges that
emerge when translating these principlesinto real-world scenarios for
children. This will ensure that the benefits of Al are maximized while
its potential harms are minimized.

In this Perspective we undertake an analysis of existing Al ethics
guidelines, considering the unique characteristics, rights and needs
of children in the digital world. From this examination, we develop
a synthesized set of terminologies, drawing from ethical principles
both within the digital environment and those extending beyond.
Recognizing the challengesinherentintailoring these principles to suit
children’s distinct needs, we offer aroadmap for prospective inquiries
aiming to establish child-centred Al.

Areview of ethical Al principles and how they
relate to children
To establish the scope of this Perspective we start by asking how ‘chil-
dren’ are characterized in current ethical Al principles, and how their
rights are framed. According to the United Nations Convention on
the Rights of the Child, a ‘child’ is defined as anyone under the age of
18 (ref. 7). While this is a broad definition, it is directly adopted by
numerous major ethical Al guidelines, often treating ‘children’ as a
singular category without further exploration.

Meanwhile, the UN Committee on the Rights of the Child’s
endorsement of General Comment 25 (ref. 7) in February 2021 provided
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amilestone guidance on children’s rights within the digital domain,
outlining four key principles essential for upholding children’s rights
in a digital context: (1) non-discrimination: ensure that all children
have equal access to meaningful digital experiences; (2) bestinterests
of the child: prioritize children’s welfare in all decisions and actions
affecting them; (3) right to life and development: protect children from
digital threats such as violent content, harassment and exploitation,
emphasize the influence of technology during early childhood and
adolescence and educate caregivers on safe usage; (4) respect for
the child’s views: promote children’s expression on digital platforms,
integrate their input into policies and ensure that service providers
respect their privacy and thought freedom. Our reviews of major ethi-
cal Alframeworks identified key themes and principles for upholding
these children’s rights from the General Comment 25. Moreover, we
examine the varied terminologies employed within these principles
across different disciplines and domains.

Fairness, equality, inclusion and access

This theme resonates deeply with the principle of children’s right
to non-discrimination. By setting a standard of non-discriminatory
harm, it becomes crucial for Al system designers to prevent unfair
and unequal consequences across different communities'®. However,
there is a noticeable gap in research focusing on child-related fair-
ness. Frameworks, particularly those from entities like United Nations
Children’s Fund (UNICEF), stand out for their emphasis onadvocating
for marginalized children and the importance of diversifying data-
sets to minimize biases?. Several resources also champion the cause
of universal digital access for every child, ensuring no discrimination
based on gender, disability or ethnicity’. The push for diversity in Al
system design and increasing calls for active child participation in Al
policymaking and design processes are evident>". The conceptual-
ization of fairness within Al is often viewed through different lenses
based on professional backgrounds. For educators, fairness is about
tailoring learning experiences to meet individual needs and ensuring
equitable access to quality education for all children, irrespective of
their backgrounds®. Child psychologists focus on age-appropriate
Alinteractions and equal treatment for children with developmental
challenges®. Al engineers often aim to address fairness technically,
developing unbiased algorithms and striving for uniformservice qual-
ity'*. However, the practicality and common use of such methods in
the industry remain a matter of debate. Experts in Al ethics™'® have
noted that this technical approachtofairness is not always feasible or
consistent across the industry. Moreover, a purely technical perspec-
tive on fairness often overlooks the complex, varied realities of how
individuals experience fairness in real-world scenarios.

Transparency and accountability

Transparency and accountability are often brought up togetherinthe
literature, and are closely related to supporting children’s bestinterests
inthe design of systems. Accountability requires an ability to identify a
chain of responsibility for system (mis-)behaviours, and justify how the
designers and developers of Al systems should be held accountable ™°.
Very few Al frameworks mentioned the importance of extra attention
paid to systems that could be accessed by children, particularly the
importance of impact assessments”. The Al frameworks proposed by
UNICEF and the UN were among the few that urged for constant review,
update and refinement to integrate children’s rights®. References to
transparency comprise efforts to improve the understandability of
information given®and enable the caretakers of children to understand
theimpactonchildren'®, as well as making information accessible®". It
is essential to recognize that the interpretations of transparency and
accountability can vary and emphasize different aspects across vari-
ous sectors. In education, transparency clarifies Al-driven learning,
personalization and data protection®. For children’s online safety, it
involves clear data handling and algorithmic safety communication®.

In healthcare, it addresses the role of Al in diagnostics and handling
children’s health data®™.

Privacy, manipulation and exploitation

Privacy is a recurring theme in current literature, typically discussed
in relation to data protection®, data security” and data trust®. For
child-specific data privacy, numerous frameworks highlighted the
importance of regulating data practices for children, including setting
higher default privacy settings on child-accessible systems, retaining
minimal personal dataand avoiding sharing of such dataif detrimental
effects are foreseeable®'", Privacy is closely linked to preventing data
exploitation and manipulation, particularly concerning data-driven
personalized targeting methods of Al and their potential harmsin
various contexts”. Current principles emphasize a heightened scrutiny
of Al systems, particularly with respect to their impact on children’s
behaviour or emotions, offering concrete examples of behavioural
manipulation for practitioners to avoid, such as using personal data
to incentivize engagement, nudging children to continue playing by
implying potential loss or exploiting children’s vulnerabilities through
the profiling of their personal data”®**. Beyond the commercial aspect
of children’s data, the professional use of their data in areas such as
paediatric bioethics brings to light the intricate balance between the
privacy rights of professionals, parents, caregivers and the children
themselves. Animportant challenge arises from whether a child pos-
sesses the capacity to provide informed consent, either due to their age
or cognitive ability. The enduring ethical obligation remains: protecta
child’s confidentiality, respect parental access and foster a constructive
parent—-child relationship.

Safety and safeguarding

The term ‘harm’is central to safety and safeguarding in Al usage, with
the aimbeing to prevent harmto users and to shield users from harmful
effects®. Broad references to safety include general pleas for safety and
security, or anexpectation that Alshould avoid causing predictable or
unintentional harm. This concept s closely related to children’s right to
life and development, necessitating more nuanced considerations by
taking the biological and psychological distinctions between children
and adultsintoaccount, as well as recognizing that children may inter-
act with digital services and apps in unforeseeable ways. Meanwhile,
interpretations of safety can also vary across different domains. In the
educational sector, thisrelates to educational disparities caused by Al
tools, misinformation affecting learning outcomes or the emotional
distress caused by biased Al assessment. Within healthcare, safety
can encompass erroneous Al-generated diagnoses, flawed treatment
recommendations or the misuse of personal health data that results
in privacy breaches?®. When considering media interaction, safety
entails protecting children from encounteringinappropriate content,
cyber bullying, online grooming, excessive screen time and exploitative
information®>%, This underscores the necessity for Al systems that
can effectively shield children from harmful and unreliable content
while simultaneously upholding their right to freedom of expression.

Age-appropriateness and right to be heard

Thistheme is most closely aligned with children’s rights tobe heard. The
term ‘developmental stage’ is frequently brought up in related refer-
ences”"", encouraging stakeholders to respect the evolving capacities
of children as an enabling principle that addresses the process of their
gradualacquisition of competencies, understanding and agency’. State-
ments have also been made around how special attention should be
paidto the effects of technology in children’s earliest years of life, and
to supportrelationships with parents and caregivers, which s crucial
forshaping children’s cognitive, emotional and social development”".
This sentiment often extends to fostering children’s voices, appropri-
atetotheirage and developmental stages. Al design codes for children
have underlined the significance of designing not just for children,
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but with them”. Practical implementations of these developmental
considerations could include age-adapted transparency” and control
mechanisms for children at different developmental stages®. Adopt-
ing methodologies that actively involve children and encourage their
contributions could also cater to their developmental needs”.

Challenges in translating ethical Al principles
into practice for children

Translating principles into practice is a well-known challenge, yet the
distinct context of doing so for children introduces specific complexi-
ties. Children are inherently different from adults in their moral sig-
nificance. Irrespective of their intellectual capabilities, children do
not possess the same level of autonomy and responsibility as adults.
As such, Al principles for children should not be treated merely as an
extension of general user guidelines or a subcategory of guidelines
forsocially vulnerable groups. Given children’s distinct attributes and
circumstances, we underscore four major challenges in adapting ethi-
cal Al principles for their benefits.

Lack of consideration of the developmental aspect of
childhood

The key challenge in translating Al principles into practice, as high-
lighted by numerous studies, is the absence of consistent professional
codes and norms for Al applications due to the vast number of different
forms of application and technologies aiming for different goals with
different stakeholders® . Incorporating children into the Al ethics
conversationintroduces anew layer of complexity due to their diverse
needs, age ranges, development stages, backgrounds and characters.
Their unique physical and psychological traits necessitate special care
inthe deployment of Al systems that shape their information, services
and opportunities.

As previously indicated, current ethical Al frameworks either
overlook the distinct role of children or categorize them as ahomoge-
neous group. The integration of children into these principles seems
more like a superficial gesture of compliance, failing to truly address
their distinctive needs and viewpoints. In fact, in many instances, the
term ‘children’ could be swapped out for ‘socially vulnerable groups’
without substantial change to the content or context. To contemplate
the ethical nuances associated with the involvement of children and
adolescents in research, we must delve deeper into the wide-ranging
notion of ‘childhood’. A critical feature distinguishing childhood from
general users is its developmental progression—transitioning from
the utter dependence of infancy to the comparative self-reliance of
youth. Implementing straightforward age categories is insufficient
due to the vast differences in children’s intellectual abilities, pace of
growth, maturity and experiences. Therefore, to ensure that ethical
considerations match the unique requirements and circumstances
of each child, it is crucial to adopt a more nuanced approach beyond
mere age-specific classifications.

The current deficiency in diverse considerations further reflects
the lack of concrete conceptualization around what children’s best
interests truly signify. Often referenced in literature, the term is gen-
erally employed to denote a child’s overall well-being, development
and protection in a vague manner. This traditional interpretation of
‘children’s best interests’ may not entirely capture or may need modi-
ficationwhenapplied to childrenindiverse circumstances. Essentially,
this suggests that our usual understanding of certain terms may be
inadequate or necessitate refinement, particularly when considering
the specific contexts and characteristics of children.

Lack of consideration of the role of guardians in childhood

Oneaspect that distinctly separates children from other general users
is the presence of parents or guardians. They hold important legal
and ethical roles in making decisions for their children. Itis crucial to
acknowledge the meaningful moral distinction between ‘competent

children’ and ‘adults’. Despite their intellectual abilities, children
do not possess the same rights or responsibilities as adults. Ethi-
cally and legally, parents bear this responsibility. Consequently, it is
essential to examine theroles of parents in this context and consider
their unique interests, which may differ from those of other ‘adults’.
However, existing references on ethical Al principles reveal a critical
gap in addressing surrogate or substitute decision-making for chil-
dren, such as those decisions made by parents. The fact that many
ethical Al frameworks barely address the roles of children makes it
unsurprising that the interactions between children and their guard-
ians are infrequently discussed. Such lack of oversight in examining
parental decision-making may inadvertently increase risk exposure
for children.

On the other hand, the few frameworks that do address parents
and families, such as those used by UNICEF, often adhere to atraditional
assumption and portray their roles as possessing superior expertise
and skills tosteer their children through the digital landscape and facili-
tate their learning. The topic of effectively bolstering children’s per-
sonalresilience development, however, israrely addressed. Although
parentsundoubtedly have a pivotal role in protecting their childrenin
thedigital world, children, borninto the digital era, interact with the Al
environment with an ease that is almost instinctive. By contrast, their
parents may lack the same depth of understanding in this domain®.
This potential expertise shift underscores the need to transition from
a parent/teacher-led approach to a child-centred approach®. This
involves moving frominstructionto supportinchildren’s experiences,
fostering self-determination, values and self-identity. This aligns with
the child-computer interaction community’s trend** to promote chil-
dren’s autonomy and resilience in Al interactions, including critical
comprehension of digital environments and informed choices. Guard-
ians (parents, teachers or carers) and children should collaborate, yet
currentethical Al principles lack guidance on enhancingjoint consent
and decision-making processes.

Lack of child-centred evaluations considering children’s best
interests and rights

Onekey challenge in translating ethical Al principles into practice for
children is the difficulty of translating high-level principles to quan-
tifiable outcomes or technical standards. A recent survey of 188 Al
systems developed for children showed that almost all of them relied
solely on technical evaluations to measure their performance, such
as through the accuracy, precision and recall of the results generated
by the systems®. In fact, quantitative measurements have long been
considered the gold standard for performance assessmentin the fields
of Al, algorithms and related disciplines. This approach has provided
aseemingly objective and standardized method for evaluating the
effectiveness of various systems and models. However, as these fields
continuetoadvance, ithasbecome increasingly clear that relying solely
on quantitative metrics can present challenges in meeting certain
empirical requirements. For instance, it is not surprising to see that
within the current Al community, such a principle/requirement for
safety and safeguarding would just be directly translated into identi-
fying online inappropriate content, evaluated by the accuracy of its
classification. Another example is the principle of sustainability and
age-appropriateness—how the developmental needs and long-term
well-being of children could be even evaluated by technical measures
remains questionable.

Thisisnottosay that technical evaluations are notimportant—they
are, but translating principles into practice requires more than that.
The current trend of relying solely on quantitative measurements may
steer the Alcommunity away from prioritizing human-centred factors
when designing for children. As aresult, critical needs, such as under-
standing how users desire to be treated by the developed systems,
may be overlooked. This mandates a more balanced approach that
prioritizes both empirical variables and quantitative measurements.
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More fundamentally, it also necessitates a paradigm shift towards
cultivatinga more human-centred approach within the Al community.

Lack of a coordinated, cross-sector and cross-disciplinary
approach

Meanwhile, a pertinent challenge arises from the absence of support-
ive resources, theories and empirical evidence that can facilitate the
translation from principle to practices. Ethical Al principles pertain-
ing to children’s rights, such as those championed by organizations
like UNICEF and the UK Information Commissioner’s Office (ICO)*%,
predominantly focus on domains such as education, health, privacy
and online safety. Discussions concerning the potential risks, disadvan-
tages attributed to fairness and non-discrimination oversights or the
deficiency of robust legal and professional accountability mechanisms
have beeninadequate.

Conversely, itisinteresting to see that while there have been lim-
ited shared resources on developing Al for children, experts from
other domains (for example, law, psychology) often have their own
established codes of practice and substantial knowledge bases to draw
on.ltiseven moreinteresting to observe that sometimes experts from
different domains work on analogous issues but use completely differ-
entvocabulariesand methodologies. The discussionin ‘A review of ethi-
cal Al principles and how they relate to children’ above illustrates how
diverse terminologies can convey disparate meanings and contexts,
depending on the domain of expertise. The crux of the challenge lies
inthe adaptability of these terms and methodologies across different
Al principles. This highlights the need for strengthened collaboration
within the child-computer-interaction community, to harmonize
multidisciplinary domains and encourage knowledge transfer to avoid
duplicate efforts. Ultimately, this cross-sector and cross-disciplinary
cooperation could play pivotal role in safeguarding children’s interests,
rights and well-being in Al system development.

Future directions for ethical Al for children

While there is a rising sense of urgency to focus on child-centred Al,
marked by notableinitiatives such as Exploring Children’s Rights and
Alatthe Alan Turing Institute and Child Rights by Design by the Digital
Futures Commission, our approach uniquely aims to bridge the gap
between theoretical ethical Al principles and their real-world appli-
cation in contexts centred on children. Within this larger, imperative
framework of setting the agenda, we present preliminary recommenda-
tions that explicitly link ethical Al considerations to actionable guide-
lines in the realm of child-centred Al technologies.

Increased stakeholder involvement

Our analysis indicates that the current principled approach of Al for
children fails to take into account critical considerations regarding the
best interests of children, and is ambiguous with regard to the actual
needs and empirical requirements of both children and their families as
they wererarely consulted. Onthe other hand, research indicates that
stakeholders, including children, parents and other caretakers, strongly
desireasay in defining how they should be treated by Al systems®. We
recommend that future designers and developers of Al for children
take a more participatory and more inclusive approach, and include
stakeholders such as parents, schools and teachers, practitioners and,
most importantly, children themselves from diverse backgrounds to
better understand what is actually needed by different stakeholders.
In recent years, participatory methods involving stakeholders have
gained popularity in the field of human-computer interaction (HCI).
These approaches include organizing focus groups with parents, col-
laborating with educatorsto develop Altools that align with curriculum
needs and enhance learning, and consulting child psychologists to
ensure that Al technology is age-appropriate®. There has also been
substantial effortinspecialized fields such as healthcare toincorporate
the perspectives of children and young people regarding the role of

Alin medicine” and clinical care®®. Specifically, the child-computer
interaction community has increasingly emphasized methodological
approaches that involve children directly in the design process® ..
This movement advocates for empowering children by giving them a
voiceinthese processes, thus supporting their autonomy and fostering
resilience. However, such efforts and methodologies were typically
utilized primarily in the HCI field; as discussed before, the prevailing
convention still revolves around purely technical and quantitative
evaluation metrics within the Al and algorithm community—which
leads us to the second recommendation.

Direct support for industry designers and developers

To ensure that ethical Al principles are actually implemented in prac-
tice, we must recognize that it is crucial to directly involve designers
and developersinthe process of developing these ethical Al principles
and building associated best-practice guidelines to transform these
principles into practice. Recent research has shown that the lack of
guidance in navigating the often abstract landscape of Al principles
for children, as well as the treacherous landscape of existing tools such
as third-party services*?, remain a critical bottleneck for industrial
practitionersinthejourney of creating ethical technologies: industry
supportislacking for developerstointerpret the guidelines, and sup-
porting resources (for example, existing libraries and tools) are scarce
intranslating such principles. One way to address this open challenge
is to create mechanisms to incentivize community building among
practitioners, designers and developers, facilitating their sharing and
building of knowledge and even the development of momentum for
fundamental changes. Furthermore, we suggest that ethical Al prac-
titioners and organizations should increase their collaboration with
developers and designers to take a bottom-up approach and create
ashared foundation for industry standards and best practices. We
anticipate that bringing together the knowledge and expertise of these
multiple stakeholders will not only catalyse practical and workable
guidelines and resources, but also promote a culture of accountability
and continuous improvement.

Establishment of legal and professional accountability
mechanisms

Recent regulatory efforts such as the Online Safety Bill*, the EU Arti-
ficial Intelligence Act* and the Algorithmic Accountability Act** have
taken the first steps towards addressing the challenges of regulating Al.
While these regulations made agood startin promoting the responsible
and accountable use of Altechnology, the importance of child-specific
legislationis often underestimated. Although certain legislation such
as FTC COPPA and the Online Safety Bill mentioned aspects relevant to
children, suchlegislation typically focused more on children’s general
well-being online and less on Al-specificimpact and harms. Meanwhile,
existing Al regulatory effort often focuses on specific sectors or appli-
cations of Al, and often underscores the importance of collaboration
between different stakeholders, including policymakers, industry
players and civil society groups. Finally, we often hear statements sug-
gesting that regulations may never fully catch up with the rapid pace
of technological development. This sentiment is sometimes used as
an excuse for the absence of up-to-date legislation and professional
standards. Future legislative efforts could use the position of the UN
Convention on the Rights of the Child on children’s digital rights as a
foundation. These initiatives could thenexplore howto adapt children’s
basic human rights within the context of the digital world.

Increased multidisciplinary collaboration around a
child-centred approach

One of the challenges in converting abstract principles into a reliable
setof guidelines for childrenis mainly due to theinadequate availabil-
ity of resources. For instance, despite all working towards designing
for abetter experience for children, researchers from HCl and design
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domains may typically focus on theinteractionbetween childrenand Al,
alongwith their user experience and perceptions on a specific topic®;
whereas researchers from education domain may focus more on chil-
dren’s learning performance and long-term behavioural change*®.
Likewise, work from researchers in policy guidance domain may be
more heavily oriented around how Al for children could be associated
with greater societal impact®. Fostering collaborations among experts
from domains such as HCI, design, algorithms, policy guidance, data
protectionlaw and education, along with various practices from within
the Aland related communities, could unite voices that might deploy
different terminologies. Ultimately, we assert that there isacompelling
necessity toforge atransformative discipline, as we have noticed a dis-
connectinthe knowledge and methodologies employed by researchers
and practitioners across various disciplines. This necessitates aradical
rethinking of our disciplinary approaches, transcending boundaries
andintegrating the strengths and perspectives of numerous disciplines.
In particular, this new interdisciplinary sphere should strongly advo-
cateforachild-centred approach, wherein the needs, experiences and
perspectives of individuals, particularly children, are at the forefront
of design and implementation. This integrated focus will enable us to
devise future ethical Al systems that are equipped to address and be
well-prepared for the unique socio-technical challenges pertinent to
creating Al systems for children.
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